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ARTIFICIAL INTELLIGENCE IN 2024

2014 - Deep learning

2016-AlphaGo

2023-Foundation models

2021-AlphaFold



•Definition: 
Foundation models are large-scale machine learning models trained on vast amounts 
of data.  They are designed to be adaptable to a wide range of tasks.

Characteristics:

- Large scale: large number of parameters & datasets
- Generalization: capable of performing various 

task-specific training
- Adaptability: can be fine-tuned for specific applications 
- Self-supervised

LLMs 
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AI Foundation Models
• Versatility: One model can be adapted for 

multiple tasks (e.g., language translation, 
summarization, question answering).

• Efficiency: Reduces the need for developing 
and training models from scratch for different 
tasks.

The deployment of FMs need to 
be cautious – more focused 
research is necessary to realize 
the potential of FMs.
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MDA visualization of GPT-2 and BERT finetuning features at 3 different layers at different SNRs. Red to violet color denotes the survival days from 0 to 
10,000 days. Colorbar denotes the normalized survival days. 



Before training After training

Brain tumor segmentation in MRI- Dense-UNet





https://www.nature.com/articles/s41467-023-36383-6

AI FOR OMICS/RADIOMICS DATA PROCESSING 
www.AnalyXus.com

https://www.nature.com/articles/s41467-023-36383-6


Deep analysis of RNA-seq data 

www.AnalyXus.com



How can FMs help AI Radiation Therapy?

Introduce additional information to enhance the solution.

u Tumor volume delineation
u Treatment planning
u Clinical decision making
u ……



Radformer



Radformer
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Liu S, Pastor-Serrano O, ….., arXiv preprint 
arXiv:2406.15609, 2024
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u Based on GPT4-Vision

u Evaluation module:

• DVH Expert – compares metrics with protocol/intent

• Image expert – evaluates dose distribution and presence 
of hot/cold spots

• Aggregation module – improvement suggestions

u Planner module: suggest new parameters based on

• Stored information from previous iterations

• The current plan

• 3 reference approved plans from the same disease site

GPT-RadPlan



DVH comparison

GPT-RadPlan consistently meets the protocols
Overall, 15% reduction in prostate mean dose

Prostate:
• Better PTV coverage (HI 1.96 vs 5.43, CI 0.92 

vs 0.88)
• Better rectum sparing
• Slightly better bladder sparing
• Similar femoral head sparing, avoids higher 

doses

Head and neck:
• Similar PTV coverage, more conformal (CI 

0.96 vs 0.84)
• Better larynx, oral cavity, parotid sparing
• Similar brainstem and spinal cord sparing

Prostate cases

Head-and-neck cases

Liu S, Pastor-Serrano O, ….., arXiv preprint arXiv:2406.15609, 2024
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u Relative error between metrics 
from clinical plans and GPT-
RadPlan

u Compares plans case-by-case

u Positive values à lower GPT-
RadPlan metrics, better sparing

Clinical plans vs GPT-RadPlan

Liu S, Pastor-Serrano O, ….., arXiv preprint arXiv:2406.15609, 2024



Planning trajectories

1. Initialize plan based on average parameters

2. Ensure PTV homogeneity and conformity

3. Spare OARs while maintaining PTV coverage

Liu S, Pastor-Serrano O, ….., arXiv preprint arXiv:2406.15609, 2024



MULTIMODAL FOUNDATION 
MODELS

• Huge number of diseases  

• Different types of models 

• Various data formats

• Noise, small sample size, missing data, …



https://blogs.nvidia.com/blog/2023/03/13/what-are-foundation-models/
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Summary
§ Characteristics
§ Feature extraction & feature visualization
§ Novel deep learning strategies & FMs
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Challenges in AI FMs
§ Data requirements & computational resources
§ Deployment – scalability, maintenance & update
§ Ethical concerns – bias privacy, responsible use
§ Multimodality integration

Applications of FMs in imaging & RT
§ In-context learning
§ Image analysis
§ RT treatment plan evaluation & planning
§ Multimodal FMs for healthcare

Foundation models

AI Foundation 
Models for RT 

Improving safety, 
quality, efficiency, and 

cost-effectiveness
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